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The Business of Availability

We live in a connected world that is seemingly on—or more accurately, online—24 hours a day,
seven days a week (otherwise known as 24x7). Whether you are checking e-mail on your cellular
phone, sitting in a coffee shop browsing the Internet, or doing some shopping via a wireless con-
nection, the need and desire to access vast amounts of information has never been greater in any
other point in modern history. The world is literally a click away.

However, this demand for information anywhere at any time means that somewhere in the
world a set of servers must be up and running 24x7 to support access to data. End users may take 
it for granted that they will always be able to access information; but you know that achieving
around-the-clock availability for systems is by no means a trivial task. The question ultimately
arises—when the system goes down, what is the end result? Is it lost revenue? The possibility of a
lost life? Something else? Unfortunately, there is always a cost associated with downtime, and some
costs have more dire consequences than others.

World events such as the terrorist attacks on the U.S. Pentagon and the World Trade Center in
New York, Hurricane Katrina in New Orleans, and the tsunami in Asia are excellent indicators of
how devastating catastrophic events can be. No amount of preparation could have prevented these
tragedies, but they demonstrate that planning for the worst-case scenario is absolutely necessary,
and that minutes versus days and weeks makes a difference on many levels—economic, social,
technological, and financial.

The ripple effect of September 11, 2001 (despite the human tragedy, which will never be
erased), could have been much worse since it struck so many businesses. Many of those busi-
nesses that were affected were in the financial industry or linked to it and could have disrupted
the entire financial industry on a global basis for an extended period of time. Many of the com-
panies maintained contingency plans with facilities elsewhere, which ultimately allowed business
to get back to relative normal sooner rather than later; otherwise, that ripple effect would have
been crippling and may have taken quite some time to recover from. This is also known as busi-
ness continuity, which is what you want for your business: to go on. Aside from a tragic event like
9/11, a single disk failure in one server at your company could cause downtime that could cause 
a catastrophic impact on your business.

If you think business continuity is just an IT problem, it is not. There are so many other aspects
to a normal routine being able to continue after a disaster. Some industries mandate that there are
plans in place, such as the health-care industry. Laws sometimes require continuity. Some examples
can be found at http://www.gartner.com/DisplayDocument?doc_cd=128123. At some point, with no
cash flow and no way to get back in business, businesses fail and go bankrupt.

Some people naïvely assume that achieving availability is only a technology problem. It is as
“simple” as spending some fixed amount of money, acquiring hardware, setting it up in a data cen-
ter, hooking up some disks, and letting it run, right? Wrong! If it was that easy, you would not be
reading this book. Availability is business-driven, not technology-driven, since there is always an
economic reason why you actually need to achieve some form of availability. Technology only rep-
resents the physical aspect, or implementation, of the availability chain.

3
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How you achieve availability is multidimensional: are you isolating against a “local” failure, or a
more global problem? A local failure—when a problem occurs in your data center—is where high
availability comes into play. For example, if a memory chip goes bad in one of your primary data-
base servers, having hardware that supports the ability to replace it on the fly would be a way to
mitigate a local failure and possibly maintain full availability (with reduced performance, of course)
of the database system to the application or applications it is serving.

If the primary data center burns down, or the failure is less isolated, it becomes disaster recov-
ery. While disaster recovery is closely related and tied to high availability, it is a completely different
exercise to plan and account for. Another way to think about high availability versus disaster recov-
ery is that high availability tends to be based on some sort of measure during what you consider
“normal” business, whereas disaster recovery is measured on something “abnormal.” Disaster
recovery is discussed in more detail in Chapter 17.

The easiest way to think of both high availability and disaster recovery is to equate them to
insurance policies; if you never have a problem, they will not be invoked. Upper management may
even complain that money was wasted. That makes sense if you think about it; it is hard to quantify
the pain if you are not actually feeling it, but it only takes one outage to convert the nonbelievers to
the religion of availability.

Playing the what-if game may seem pointless to some, but the reality is that it is a matter of
when you will have a problem, not if; so if you put the right mix of people, processes, and technol-
ogy into place, the impact felt should be minimal and the end result should be one where you will
not suffer much. 

The Building Blocks of Availability
Even with technology in the mix, availability first and foremost stems from people and processes.
This may be the last thing most of you want to see taking up space so early on in a technology book,
but the fact remains that it is the truth. Without people, you cannot plan, implement, and manage;
without processes, things will fail faster than the blink of an eye. Chaos and flying by the seat of your
proverbial pants is a surefire way to lower your availability, not increase it. Investing in both people
and processes should be fundamental to any organization actually wanting to attain high availabil-
ity, not one that just pays it lip service.

People
It is not an exaggeration to say that without good people, nothing happens—or more accurately,
nothing happens right. Giving an unqualified or incompetent person a job is not the way to hire
your staff. Having the right people in the right place with the right experience can potentially mean
the difference between minutes and days of downtime.

I am often asked if a person who has the certification of Microsoft Certified IT Professional:
Database Administrator, MCSE, or MCDBA is the best candidate. Like many things in life, it all
depends. If someone with the relevant experience has the certification, he most likely went
through the process to make himself more marketable (since certification is perceived as showing
you know what you are doing) or to further validate and make official what it is he does on a day-
to-day basis. The certification may mean little to him, other than maybe getting him a higher
base salary because someone else values it.

If someone who has just graduated from college and has never used SQL Server before goes
through Get Your Cert Fast Inc.’s cram course on what to study, or just attends a few training classes,
he or she is by no means the best candidate for the job. Nothing can substitute for actual real-world
experience in designing, planning, implementing, managing, monitoring, and maintaining sys-
tems. Certifications are valid; but never make your staffing decisions based on that alone. Putting

CHAPTER 1 ■ THE BUSINESS OF AVAILABIL ITY4
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your production environment in the hands of the Microsoft Certified IT Professional: Database
Administrator with no experience is akin to playing Russian roulette: you may hit the empty cham-
ber and the person will work out, or you may get the loaded chamber where his or her inexperience
may hurt you. How much risk can you assume?

Ideally, the best candidates will ultimately have that perfect mix of book learning, relevant
experience (maybe not in the number of years, but in the actual experience they have gained), and
experience working with others who have mentored them and helped them absorb traits such as
strong communication skills, as well as the elusive ability to troubleshoot and prioritize, all while
reacting to any emergency thrown their way.

More relevant to the topic at hand, do you want some neophyte who has never faced adversity
or true pressure running your disaster-recovery procedures? Keep in mind that there is a different
mindset of just maintaining your servers on a day-to-day basis than there is with knowing that you
need to have business continuity. In more cases than not, it is always better to hire a candidate who
has 12 years of relevant experience with no certification who knows the difference, and then hire
your certified junior person and have him or her soak up the experience of the veteran. There is
nothing worse than having a young hotshot who thinks he or she knows it all, because that brazen
overconfidence based on some minor experience or book knowledge can be a dangerous thing.

You are looking to run a marathon, not finish the race winded. Both types of workers have a
place in your organization. But many companies do not want highly paid and experienced senior-
level administrators doing day-to-day work when they can get someone at a third of the cost. You
have to realize what end of the spectrum the people you are hiring are on and where they will fit
into your organization. To maintain availability, you need local expertise you trust, and quite
frankly, good DBAs are not easy to come by.

The bottom line: hire quality people and your chance for success goes up exponentially.
The same applies to network administrators, storage engineers, and anyone else you may hire.

Training
Training represents a way for companies and people to grow their skills in a formalized environ-
ment. Unfortunately, many implementations of the corporate training program leave a sour taste
for most of the users and nonusers of the system put in place. Most companies are supposed to
allow their employees a yearly allotment of training and development, but all too often the
employees who most need the training are never able to attend because they are busy running
the business. It is very rare to encounter a company enlightened enough to hire the “extra” worker
necessary to allow the senior technologists running the day-to-day IT infrastructure to train
others on the system in case they’re unavailable, let alone learn something new.

Putting such an infrastructure in place allows these employees to not only attend classes and
conferences, but to also come back and present what they have learned. Staffing levels need to be
designed around support for continuing education commitments. Ultimately, the business needs
to ask itself a simple question: what is the cost to the business in the future if that DBA’s skills
lapse? It is a double-edged sword.

In a mission-critical environment with extremely high availability requirements, it is
absolutely crucial that everyone involved with managing the systems stays up-to-date with their
skill sets. If at all possible, they should stay ahead of the curve and be allowed to look at beta
releases of software. This requires a serious commitment on the part of the employer, but one
that should pay great dividends.

What I often see happen is that individuals who work a zillion hours per week and barely
have time for family and friends, let alone training, spend their own time on learning it. This is 
a slippery slope because then the business can “expect” that it is acceptable. It is not. Training
should occur on the clock. Burning your employees out and destroying any hope of a work/life
balance lowers morale and, ultimately, retention rates. Training should always be a positive
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benefit for your employees and a reward (maybe a week out of the office for a change of scenery)
for all the hard work they put in day in and day out.

If sending employees out to training or conferences is not a possibility, remember that training
can also come in other forms. Mentoring and activities such as “brown bag” lunches to share knowl-
edge and experiences can go a long way. Many software companies offer on-demand training over
the Internet. For a junior employee, there is no better learning than on-the-job with mentoring.
Formal training has its place, but you do not learn how to manage a 24x7 environment by sitting in
a classroom. It is always an eye-opening experience the first time you are involved in a server-down
situation; and for junior employees to be involved in the recovery process or to observe it will only
further prepare them to be able to do their jobs.

Another method of training that works well is to have peers and senior-level technologists
create lab exercises for the more junior employees. This requires having some dedicated hard-
ware. For example, set up a specific solution (such as a cluster), and then break it on purpose.
Have the trainees then go through the process of troubleshooting and see whether they can fix
the issue, find all the issues, and see how long it takes. These are the types of skills that could
prove crucial in an outage.

Not all things that are educational in a corporate environment need to be on a one-to-one or
small-group basis. For example, one of the things you will need to do is hold “fire drills” where you
test your failure scenarios. Going through the drill, you learn quite a bit about not only what is pos-
sibly broken in the process and needs to be fixed, but whether people truly know their roles and
whether everyone is communicating as expected. The business needs to learn and grow as well.

■Note Do not forget to develop the soft skills of your employees. Maintaining their technical skills is ultimately
important and critical for the tasks at hand, but knowing how to communicate is an equally important skill to have.
In a disaster recovery situation, cooler heads will prevail; and if there is a breakdown of command and communi-
cation, you will only lengthen your availability outage.

Processes
Along with having the right people, there is another key piece to the puzzle: process. Process is
something many IT workers have acquired a hatred for over their years in IT. Ironically, the ones
who curse and fight it at every step have the most to gain from it. If you delve into the issues
around the “annoyance” of processes, more often than not it is not the actual processes them-
selves, but their delivery.

Consider the following questions:

• Was the underlying purpose for the process clearly explained?

• Was the purpose presented in a way that made it clear and compelling?

• When the process was created, was I consulted for input? And was my input included in the
final process when relevant?

• Are there obvious exceptions to the process that the process left “open” and did not attempt
to solve?

• Are there steps of the process that ultimately hurt the business from the point of view of the
members of my team?

When these types of surrounding concerns are properly addressed, processes can become
much more of a friend than an enemy. These processes can help by allowing workers to find out how
other workers resolved a problem. This type of information can prove critical in an outage where the
problem has been seen before. Reinventing the wheel is not something you ever want to do.
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The secret to a successful set of implemented policies is enabling the proper communication
to ensure the process works for everyone. There is nothing more damaging to a company than
poorly defined or thought out (or nonexistent) processes that are ignored or used in such an
inconsistent way that they are ineffective. That definitely leads to outages, chaos, and confusion.
In a worst-case scenario, management may react in a way that seems contrary to what is needed,
which may lead to critical failures. Management may make this type of decision based on pub-
lished policies versus what is actually practiced. The two should stay in sync. Unfortunately, the
policies that are actually practiced may have been developed as a result of resistance to the
published policies, or they may have evolved and adapted to the working conditions through
necessity (not unlike Darwin’s theory!).

Even the most skilled and qualified of workers cannot combat processes that are that horribly
broken. I have no hard statistics to back up my claim. I am only drawing upon my experiences and
those of others I know. It is a pattern I have seen over and over again in my travels and experiences
in all sorts of environments and in different roles. The size of the company or IT department does
not matter, but it is safe to say that the larger the environment, the more glaring and magnified the
problems.

The three biggest types of process breakdown seem to occur around communication, change
management, and testing.

Communication
Arguably the No. 1 factor that contributes to downtime is communication, or lack thereof. While
this is obviously in part a people problem and could be discussed in that light, it is also related to
process and how things work in your environment. Communication is the central hub of a well-
oiled organization. Poor communication inhibits availability and creates barriers to success.

The communication issue is multilayered and complex to deal with if there are problems
within your organization. Why? There is communication within a specific team, and then there 
is communication with other groups, which can even be extended to include contact with cus-
tomers or end users. Both types of communication are crucial, especially when you are in 
a 24x7 environment.

Intergroup Communication

For better or for worse, most environments (mostly larger ones) have a clear division of powers
in an IT organization. This has some obvious benefits, such as concentrating areas of expertise
within a single group instead of having it dispersed; but in some cases it can complicate matters.
For example, many companies have separate groups of network administrators, system admin-
istrators, and storage administrators, in addition to a complement of DBAs and other types of
administrators. These groups are usually started with the best of intentions to serve a specific
need since it is easier to grow domain expertise with a focused group of individuals. Where it
breaks down is when some things actually need to get done and some form of compromise must
be achieved. Each group may have its own work style, policies, procedures, standards, and other
preferences that will conflict with another group’s. In the end, too many hands in the pot can
make something that should be simple become something that takes an act of Congress or Par-
liament to approve due to partisan posturing where everyone stands their ground and no one is
willing to compromise. Everyone needs to work together as a team, not as little fiefdoms trying
to one-up each other. For example, if you have different groups (storage, backup operators,
DBAs, and possibly even a few others) involved in the backup (and eventual restore) process, 
it is unrealistic and time-consuming if everyone points to the DBAs as being the only group
responsible for restoring the backup in the event of a problem. The reality is that the DBAs are
absolutely necessary, but the central IT group owns the network-based backup solution backing
up the SQL Server databases, and the backup operators have already moved the archive tape
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offsite. How can the fingers point to the DBAs as the problem if it is taking hours, since it will
take quite a few other groups to do their jobs before the DBA can even think about restoring 
the database?

If you cannot work together as a team under normal circumstances, how can you expect to do
it in a server-down situation? When the dust settles, everyone has to play by the same set of rules as
determined by your organization, and having standards that everyone must adhere to (despite the
technology being different) should put everyone in their respective places. You are all managing the
same goal. It stands to reason that problems are only magnified when the pressure is on, and most
likely you will experience a lot of confusion and pain. Cross-group communication strategies that
work need to be devised and implemented.

Intragroup Communication

Even within a group, such as the DBAs or the network administrators, there may be no unity of pur-
pose. This usually occurs due to assumptions, poor documentation, or lack of vision in the group as
to its overall goals and deliverables. There is no way a single group can be effective if there are a mil-
lion different agendas going on and people not communicating properly with one another. If the
DBAs cannot do their job, how can they expect to meet the availability goals before them? A good
manager will foster a positive environment where all of the petty, catty behavior is left at the door
and everyone has a hand in (and can be rewarded by) the success of the group as a whole.

Individuals are important, but what does it matter if Bob takes care of the backups when Sue
is ill? That is what should happen, but often does not. Poor intragroup communication can often
lead to the blame game where someone wants to pass the buck (“it was not my responsibility”).
That is unacceptable in IT shops small and large. Every individual should be responsible; other-
wise, what is the point of hiring them?

Setting End-User Expectations

End-user expectations are viewed in a somewhat different light in Chapter 2, but for this discussion,
the purpose is simple: if there is going to be downtime, communicate it to all who need to be “in the
know.” For example, if you are going to be taking a maintenance window for your servers and this
affects, say, an online store where people normally have the ability to shop around the clock, make
sure that a friendly message is put up on the web server that says something like the following:

Thank you for visiting our online store. We are temporarily down for maintenance and will
be back up for your shopping pleasure at 04:00 GMT.

This may seem like an obvious thing to do, but it really is not to some. Think of it another
way: if you as a consumer go to a web page and get an error, you will try to visit a few more times
and at some point move on, right? It is human nature. While that may be fine for you—you found
what you want elsewhere—what that means is that the online retailer may have lost a customer,
possibly permanently. Lost business is not a good thing. Putting up user-friendly messages lets
people know what is going on, that you are still in control, and the situation is being handled. 
On top of it all, you may retain your customers since you are telling them when they can come
back, not unlike a store posting its hours outside the door.

You should also treat your internal business customers the same way you would treat external
ones since proper notification allows those affected to make the appropriate plans. If you do not, all
of a sudden you may have some manager breathing down your neck because his or her application,
database, web server, and so on, was unavailable when he or she needed it. When managers are
unhappy, you are unhappy. So if you need to take a system down to apply an update, give business
users a heads up with decent lead time so they can plan ahead, and definitely let them know how
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long the outage will be. I cannot tell you how many times in the past ten years I have been onsite
with a customer and suddenly the resource we are accessing is unavailable. Why? Someone
rebooted the server and did not let anyone know, or some other similar event happened.

What this all boils down to is providing good customer service whether your customers are sit-
ting in their houses buying widgets, or sitting in a cubicle in your office building trying to do their
jobs. From your perspective, the attitude you must have is that what you do as an individual affects
much more than yourself; one action you take may affect an undetermined number of people.

Testing
A failure in many environments—and it is glaring in the change management process—is testing.
Testing is not just testing the application itself, but everything involved in the whole ecosystem that
makes up the solution. Arguably, testing the application is most important. For example, I cannot
tell you how many times at this point I have heard “So we upgraded from SQL Server 2000 to SQL
Server 2005 and we are seeing (insert issue here, most likely related to performance).” I then always
ask if they tested the application with SQL Server 2005 before upgrading, to which more often than
not the reply is no. “We assumed it would work just fine since the upgrade went smoothly.” Some-
times they actually do some testing, but none of it is under actual or simulated production loads,
or with data (both in size and makeup) that is representative of production.

The bottom line is that one should never assume that things will “just work” since an oversight
can become costly. You do not want to find out that what you thought would be a simple two-week
effort based on an assumption will actually be a four-month effort.

Coming from a quality assurance background, I know how important testing is and how
much it is impacted by many factors. If your development cycle runs long but the ship date can-
not change, what gets squeezed? Most likely it is the testing time, or the amount of coverage
within the application that is tested is reduced to get the product out the door. I understand the
bottom line, but if the product blows up in production, causing you to spend weeks or months
patching it just to get it usable, is it worth it? It not only causes problems with future development
projects, but there are most likely large numbers of dissatisfied customers who will change back
to the old version of the product or find another vendor because your new offering is unreliable
and does not meet their business needs. You cannot afford either of these occurrences. Plan the
appropriate amount of time for testing and building quality into the product.

You may not think of it this way, but testing is one of your first weapons for achieving avail-
ability. Will things work as advertised or promised? If the application does not work, it could mean
downtime due to retooling. Too often, the focus is on testing: what has changed instead of what is
important to the business. Focus on ensuring that your application’s core deliverables are not
affected, instead of trying to test underlying functionality that you may or may not be using. This
customer-focused testing will pay off in the long run. To be quite honest, it is not, nor should it be,
the IT department’s job to first figure this out. By then, it is too late. IT most likely does not know
much, if anything, about the application itself yet is tasked with supporting it. This means that if
you are deploying your back end with certain technology, it is imperative at the testing stages to
test to see whether the application will work with the technology in question and what will happen
should a disaster strike. This also means the IT staff and the application developers and support
staff must be in contact from the beginning. With third-party applications, you may not have the
ability to do as much extensive testing and customization as you would with your own applica-
tions. This does not absolve you from testing them properly in your target environment.

For example, if you are deploying mirroring at the database level (a feature of SQL Server 2005
that will be discussed in Chapter 11), what happens in the failure of the primary server and the
switch to the mirror? Not only will you learn about application behavior and how you may need 
to change the application to deal with the server change, but administrators or DBAs can also test
their processes to ensure they work.
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Change Management
Change management is the process where updates to applications, such as schema changes, or
fixes, such as service packs, are applied in a way that causes minimal or no interruption in service
to the business and/or end users. Production should never be the first place you roll out a change.
Very few companies have an operationally mature change management process—if there is even a
change management process at all. Change management is never important to a company until it
has an outage and realizes that it could have been prevented with a proper change management
process. The excuses are always plentiful (and sometimes entertaining):

“It worked on my machine.”

“We do not have the budget for test or staging servers, so we just apply changes directly to
production and hope for the best.”

“We assumed it would just work since the patch came from our vendor who we trust.”

Do any of these apply to you now? If so, how many of these excuses have you encountered after
an update fails in production? I would venture to guess that most of you have heard excuses at some
point in your career. This happens every day somewhere in IT Land. And outages due to updates to
servers and applications, for the most part, can be prevented. The lack of change management is a
gap in preparation for availability and can cause you tremendous grief and aggravation. Change
management needs to be a way of life.

■Note To assist you in change management and other aspects of your organization, there are existing frame-
works you can refer to. The most well-known is called Information Technology Infrastructure Library (ITIL). Micro-
soft has a few subsets of ITIL—the Microsoft Operations Framework (MOF), http://www.microsoft.com/
technet/itsolutions/cits/mo/mof/default.mspx, which is geared toward IT professionals, and the
Microsoft Solutions Framework (MSF), http://www.microsoft.com/technet/itsolutions/msf/
default.mspx, which is geared more toward development. Both are similar and are meant to be a set of best
practices to guide you in continually managing your environments, as change never stops.

Set Up Multiple Environments

One of the key things that you must do to ensure that you have a successful change management
process is to establish other environments, in addition to production that will create separation
and, in certain cases, redundancy. Those environments are development, testing, and staging.

Development and testing are pretty self-explanatory, but are often not implemented in an
optimal way. In a best-case scenario, the development and testing environments will be isolated
from one another. Some companies may implement solutions such as virtual machines and allow
each developer to have his or her own environment, but all changes are rolled up centrally. All
change processes and technologies deployed in development and testing should prove out what
will eventually be performed in production. What you have in development and production in
terms of environments should in some way reasonably resemble what production will look like.
How can you expect to be successful if what you are developing in no way, shape, or form looks or
acts like the end target? For example, if the intent is to have your target application work on a clus-
tered system, you would simulate a cluster (or have a real one) in your development and testing
environments. Developing for clusters is similar, yet different, than developing for a stand-alone
server. Never assume it is someone else’s problem. 

Depending on your solution in production, having a facsimile in development, testing,
and/or staging could be an expensive proposition. In most places I travel, development usually
does not get this setup. It is unfortunate that the company does not see that failing to invest early
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leads to problems during implementation. For example, in development, the solution and all of
its components are configured only on one server. In production, they will be spread out over
multiple servers: a web server, an application server, a middleware server, and a database server.
When the solution is deployed, much to the shock of no one, the installation fails because the
solution is designed to work as a one-box solution only, without taking into account the complex-
ity of decoupling all of the components. I know I have seen this in action, have you?

Staging is the ultimate key to IT success. This is usually an environment that is an almost, if
not exact, copy of your production that no one but IT uses. This is the last place where any changes
can be tested before rolling them out in production. I understand that most companies can barely
afford what it takes to have one copy of production for high availability or disaster recovery, let
alone more. But how many times have you seen where a production environment needs to be
rolled back to a previous state because no testing of a fix has been done anywhere else?

If you have a staging environment, in the event that your production hardware fails, and
assuming that clients can be redirected to this other environment and data is somehow synchro-
nized, it could possibly be used for some sort of short-term disaster scenario (although this is
discouraged; you should have a proper disaster recovery solution). This is an example of how
investing in a staging environment can be viewed as more than just some servers that are sitting
there and have no other purpose than to test changes that may only happen twice a year. 

Beyond rolling out application-based changes, a staging environment is most important for
proving out operating-system and application-specific patches such as hotfixes and service packs
(see Chapter 16). Take the example of a failover cluster, which is a specific implementation both at
the hardware and software levels. Rolling out patches to such an environment is not necessarily the
same as doing it to a stand-alone server and may have its own gotchas associated with it. Applied
improperly, you are looking at downtime, and at worst, full system recovery in certain cases. Is that
something you want to do for the first time in production? Once again I will say this: buying systems
is not cheap. But how much is your uptime worth to you?

Implementing Change Management

Change management is hard to do if you have never done it before. It requires quite a bit of disci-
pline. Whatever you employ for change management must be flexible enough to handle emergency
situations where things need to get done immediately. I have seen where change management can
also get in the way during server-down situations, while people are waiting for upper management
to sign off on something. This is a simple equation:

Minutes going by = downtime = consequences

Implementing basic change has four main aspects:

• Locking down the production environment so that changes can’t be made or can’t be made
without proper approval

• Creating an approval process for changes that includes test sign-off for those changes

• Creating a test process that provides the business confidence that testing reasonably covers
what is done in production

• Creating a process to track proposed changes and their status, as well as their results, in
terms of success or needed improvements over time

Hopefully the DBA is involved with all aspects of the database implementation, from the
application on up through the implementation plans at an early stage in the process. If not, it is
a change management problem waiting to happen since the DBA will have no clue how things
work or why things are being done the way they are and will likely have to question changes for
the wrong reasons.

CHAPTER 1 ■ THE BUSINESS OF AVAILABIL ITY 11

780Xch01final.qxd  6/21/07  8:52 PM  Page 11



Most environments will have one group of DBAs for development and testing and another for
staging and production. The information flow needs to be uninhibited between the two groups and,
arguably, DBAs should be rotated so that they are always kept fresh and have the opportunity to see
all aspects of the business.

Remember that changes to the servers and components under SQL Server—from development
up through production—impact the availability of your SQL Servers.

Here are some best practices for change management as they relate to highly available data-
base environments:

• Make backups of all databases (including the SQL Server system databases) prior to attempt-
ing any change. You may need them if the application of the change or update fails and you
need to revert to a previous state.

• Make backups of all databases (including the SQL Server system databases) after a success-
ful update. These will be your new baseline full backups of the databases.

• Change management should be based on forms filled out by the appropriate parties—
either electronic or paper-based. The form should at a minimum include what the change
is, why it needs to be done, who will be performing the task, the steps to execute the
change, and what the plan is if something goes wrong; and it should have places for sig-
natures (real or electronic) of people empowered to approve the change. This provides
accountability for all involved and a way to look back if something goes wrong later so
you can track what changes have been done.

• Application developers should never assume that applying changes are only an IT problem.
Developers should package all application changes (including database schema changes)
in easy-to-deploy packages that can be rolled back without having to reinstall the entire
application or server. If they do not, have them witness how painful it is to apply the
changes and see if they like it. I will bet that they will go back and change their code to 
be more IT-friendly.

• Use version control for any code written, as well as key components such as baseline data-
bases. I have been in too many environments in my career where at some point it is discov-
ered that the wrong version of a script was run against the database, or the wrong DLL was
deployed in a build, but due to lack of proper version control, there is no way to go back and
deploy a previous version of whatever went wrong, or even build it since the source tree only
contains updated source code and the old source that built the DLL no longer exists. This is
also an issue when a problem is introduced in a later version and regression testing needs to
be done, and the only way to get older versions is through source control.

• When testing changes, record how long it takes to apply the changes from soup to nuts. If
you are working against a maintenance window, this information is crucial. Assuming the
testing was done on similarly configured hardware, the timing should be fairly accurate for
the rollout in production. If the production environment takes significantly more or less
time during any step, this is a good indicator of an area where the test environment is not
sufficiently similar to the production environment.

• Make sure all steps to apply changes are well-documented. If they are not, reject the appli-
cation of the change until they are. There should be no ambiguity as to what should be done,
and no assumptions should be made, as you may have no control over who actually applies
the changes. It may be that junior DBA hired yesterday.

• Always have contingency/fallback plans in place and ready to go. Risk mitigation is the key
to change management. While most of the time whatever you are rolling out will be success-
ful, you will encounter at some point a time when your update fails. You need to then find a
way to quickly troubleshoot and complete what it is you are trying to achieve.
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• Set a go/no go point, and stick to it. The go/no go point is when you meet with all parties
involved beforehand to ensure that everything is lined up for the update to be a success, and
if the implementation is taking too long and the maintenance window is drawing to a close,
a call can be made to cancel the update and the rollback process can be started.

• Once the change is rolled out successfully, test. Even if the change deployed is a patch to
Windows, which may have nothing to do with your application, you should have testers on
hand (or be able to remotely log in, even if it is 2 a.m.) to ensure that what was rolled out did
not affect the application. You do not want to roll out a hotfix on a Friday night, only to dis-
cover on Monday morning that no one can connect to the application.

• Do a postmortem after the update is applied even if it is successful. There are always les-
sons that can be learned and applied to future updates that may be similar, and the lessons,
whether painful or positive, should be used as reference material for future work that may
need to be done in the future. For example, if something happens that has a workaround,
there is a chance someone may encounter that again. If you only have a postmortem and
do not document the findings, it is a missed opportunity.

The Cost of Availability
On the surface, there seems to be only one cost to achieving availability: the financial cost of imple-
menting the solution. That is certainly important and will partially drive the process to varying
degrees; but there is another cost that must be taken into consideration. What does it mean if the
business incurs a system-down event? This answer should directly influence the actual cost of the
system and is discussed in detail in Chapter 2.

For example, assume that you work for a company that sends specialty automobile parts to
dealerships all over the world. You are linked via a business-to-business (B2B) system where your
customers order on a web page and can view your current inventory. You are located in Chicago,
where your standard workday hours are not the same as those in Tokyo, Frankfurt, or Cairo because
you are not in the same time zone. With this system, you are nearly able to process each request
instantaneously, and since putting it in place, your profits have soared 300%, and most orders are
seeing a 12-hour turnaround from order placement to fulfillment, when it used to take nearly three
to five days. Financially, you are now making on average $100,000 per day in orders, which trans-
lates into just under $8,500 per hour. The company has blossomed from one that nets $500,000 per
year and just covered its expenses, with a little room for growth, to one that is now seeing profits of
$15,000,000 annually.

Based on pure numbers alone, for every hour of that B2B system being down, you are losing a
serious amount of income that may go elsewhere and never come back since other companies carry
similar merchandise. One of the basic rules of any business, whether it is consulting or selling auto
parts, is that relationships are everything. Damage relationships and you’ll spend more time, effort,
and money replacing the customers you lost or trying to woo back the spurned.

Another example is a crucial hospital system dealing with patient care. The system provides
essential information about patient history and drug allergies. If the system goes down and there is
an emergency, the time lost could mean the difference between life and death. Seconds count.

A final example is one that everyone has most likely experienced: waiting to pay by credit card
at a store. How many times have you been in a store, walked up to the sales clerk, and gone through
the transaction, but when it comes to authorizing your payment, the system is down, busy, or
unavailable? This gets magnified even more at the holiday shopping season when lines are long and
additional time in line means the queue gets longer, customers become irate . . . the list goes on.
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Defining Downtime
Downtime is much more than the failure of a database or SQL Server instance and the length of
time it takes to come back up. Downtime includes the events that occur, the repercussions after-
ward, and the dependencies that go along with everything involved. SQL Server is usually only one
component in the whole solution that needs to be accounted for. Downtime can be affected by
numerous things, and you must plan for an appropriate budget for mitigation. This budget must
include but is not limited to the following:

• Proper staffing

• Hardware acquisition

• Software licensing

• Support costs

• Yearly improvements (both software and hardware, including hardware refreshes, software
upgrades, software license renewal, etc.)

• Disaster recovery

Downtime in isolation is only an amount of time. When talking about system and application
availability, there are two main types of downtime that you need to define in terms of how your
organization works: planned downtime and unplanned downtime. Beyond that, there is also the
concept of perceived unavailability.

Planned downtime is the simplest to understand. It is when you have a known outage that is
taken into account and hopefully well-communicated to all who need to know. For example, most
environments have scheduled outages to perform maintenance on servers that will disrupt overall
availability. Usually these outages happen during low-usage times, such as the early morning hours
during the weekend, and can be short or long in nature depending on the work that needs to be
done and/or the agreements that dictate how long the servers can be kept “offline,” meaning even 
if the server or application is up, it may not be available to end users.

Unplanned downtime is exactly what I am trying to help you prevent in this book: when things
go down without warning and you have no idea why. This is the worst-case scenario that no one
wants but that happens to everyone at some point in their careers. I cannot state enough that there
are no 100% guarantees against unplanned downtime, even if you follow all the advice and best
practices in this book and seek out the guidance of others who know what they are doing. But you
can certainly have the plans in place to mitigate it if it happens.

Perceived unavailability is arguably the trickiest to define and plan for. It may have elements
with aspects of both planned and unplanned downtime, or it may have its own characteristics
brought on by other factors. The easiest definition is when the end users can connect to the applica-
tion or solution, which includes SQL Server as the back end, or directly to the database but do not
get results in a time frame they expect. This may appear as perceived unavailability to the end user.

A good example of perceived unavailability is when an application is having performance
issues, causing problems such as locking and blocking at the database level, or slower performance
due to disk I/O being saturated from other requests to the database. Another good example is when
SQL Server is up and running but the web server that processes the requests is down. To the DBA,
there is no problem—SQL Server is up and running—but the users cannot access their data, so they
are complaining to your help desk or management and all of a sudden the spotlight is on you.

Perceived unavailability can be prevented more often than not and is discussed further in this
book as topics such as service level agreements (SLAs) and proactive monitoring are introduced.
However, no matter what you do, if this type of situation occurs, you cannot help that the percep-
tion from end users will always be the same, whether it is a true outage, slow performance, or not
even SQL Server’s fault.
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Nines
With both high availability and disaster recovery, you may have heard the term nines floating
around. The concept is a simple one: a nine is the number of nines in a percentage that will repre-
sent the uptime of a system, network, solution, and so on. Based on that definition, 99.999% is five
nines of availability, or the measure that the application is available 99.999% of the year. But how
should a nine be interpreted in the real world, which is definitely not the absolute value of what
99.999% translates into in minutes?

Before you figure out what level of nines you need, you must determine whether your planned
downtime counts toward your overall availability number. When defining availability, I always like to
include both planned and unplanned downtime. Leaving out planned downtime gives you a skewed
picture of your actual availability in the time frame you are measuring. For example, it is easy to say
you achieved 99.999% uptime this year in a report to upper management. What you might have failed
to mention is that your application and systems were only mission critical from 9 a.m. to 5 p.m. in
your environment, and you had no outages in that time frame between 9 and 5.

Calculating the number of minutes allowed by each level of nines is straightforward: take the
number of hours per year (365 days ✕ 24 hours ✕ 60 minutes, or 525,600 minutes per year), and
then multiply your percentage desired. Simply put

Minutes Allowed to Be Down = 525,600 – (percentage ✕ 525,600)

Table 1-1 shows the amount of time associated with the most popular levels of nines.

Table 1-1. Nines and the Downtime Associated with Them

Nines Percentage Number of Minutes of Downtime (Yearly)

90.0 52,560 (876 hours)

99.0 5,256 (87.6 hours)

99.9 525.6 (8.76 hours)

99.99 52.6

99.999 5.26

You may already be thinking to yourself that 5.26 minutes of downtime per year is impossible,
and you would nearly be correct. It can be achieved, but the amount of effort and money you will
spend to acquire, plan, deploy, manage, and maintain such a solution is exponential with each
additional nine and may not be worth it in the end.

The reality is that while five nines is nice to have, most companies are able to perform the
necessary business and IT activities (including maintenance) and achieve three to four nines. Even
three to four nines can be difficult for some of the most seasoned IT organizations. Four nines, or
52.6 minutes, equates to just more than 4.38 minutes of downtime per month. Is your organization
currently able to achieve that? Maybe, but three nines equates to approximately 43.8 minutes of
downtime per month. That is arguably a more realistic number to strive for, especially if you have
no experience with mission-critical systems to begin with.

Out of the gate, if you have a lack of experience and you call the Availability Fairy to come in
and sprinkle fairy dust over your servers, I would be surprised if you got more than three nines. I
may be kidding around a little here, but three nines is nothing to sneeze at. It is an achievement if
you are coming from a place where you previously had hours of downtime. Bottom line: work up to
more nines. Shooting for the moon is noble, but it could prove costly and fail miserably. Be realistic
about what you can and cannot do. Do not be afraid to communicate that to upper management
either, and make sure they are in the loop as to the limitations of what can and cannot be done
since their planning and responses may depend on it.
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Why did I bring up management? There is something to be said for the CEO/CFO/CIO/COO/
CTO (who will be referred to in the rest of this book in examples or scenarios as the CxO) who may
want or demand to have five nines but then does not commit to the expense of the human and
actual cost associated with it. Management, for obvious reasons, might want to make magnani-
mous announcements such as “we will achieve five nines” and announce it to the world in some
blustery press release if what you are doing is externally facing, but it is up to the groups who are
tasked with implementing to push back where appropriate. If you do not push back and get every-
one on the same page as to what can actually be done, there could be even worse consequences
down the road (up to and including people being fired).

■Note Never forget that you are only as good as your weakest link. Take SQL Server—when it is installed in 
a stable platform, you may be able to achieve three to four nines right there. But when is SQL Server the only
component of a solution? Never. So if SQL Server is the back end of a BizTalk solution that involves the network,
a storage area network (SAN), web servers, BizTalk application servers, and the rest of the ecosystem supporting 
it (including people and processes), how available is each one of those components? If your web servers are down
and they are the front end to the users, is SQL Server really up? Technically it is, but it most likely is not servicing
any transactions since nothing is coming in. This helps frame the content of Chapter 2, where you will see that the
number of nines you need is driven by many factors, and you will learn how to define your availability criteria.

If you want to calculate your actual availability percentage, the calculation is the following:

Availability = (Total Units of Time – Downtime)/Total Units of Time

For example, there are 8,760 hours (365 days ✕ 24 hours) in a calendar year. If your environ-
ment encounters 100 hours of downtime during the year (which is 81⁄3 per month), this would be
your calculation:

Availability = (8760 – 100)/8,760

The answer is .98858447, or 98.9% system uptime, which is nothing to sneeze at. To say your sys-
tems are only down 1.1% of your calendar year would be an achievement for some environments.

The Data Center Mentality
Whether you are a small company with one server or a large enterprise with thousands, the same
guiding principles apply to making your systems available. Obviously the scale of execution and the
inevitable budget considerations will most likely be different. The problem, however, is that no one
has an unlimited budget. So what do you do?

To start forming your data center mentality, look at what has already been presented. Start with
your people and your processes because technology alone will not solve things. No matter how auto-
mated you are, you still need human beings somewhere behind the scenes. Automation is going to
be key in maintaining availability, but technology itself is not the panacea. High availability should
never be a turnkey mentality (despite what some vendors may tell you when they are selling you a
solution). The primary reason is that the worst form of downtime comes from problems that arise
unexpectedly. These problems, by their very nature, are going to come from left field where nobody
will have expected them. As a result, the automation is not going to have a custom-coded handling
routine for them. However, the right people following a good and tested set of processes are the
match for any problem.
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The data center mentality when it comes to systems is a whole different mindset. How many
development or test servers do you have in your environment that are down for one reason or
another with no ETA, or are down intermittently because some developer made a change in code
and then had to reboot it, which in turn kicked everyone else off? That just cannot be allowed to
happen in a 24x7 production environment. People lose their jobs over these things, and I have seen
it happen.

Availability is serious business that has equally serious consequences that must be in place.
The old adage “if you can’t stand the heat, get out of the kitchen” definitely applies here. Anyone
who has been in the industry for any length of time has his favorite server-down story, which usu-
ally involves many long hours away from family, friends, and life in general. The story at the time
was not funny, but looking back, it is amusing to think that it could have happened. In most cases,
the signs of impending doom are obvious in hindsight and overlooked for one reason or another.

In many companies, and especially in ones with Windows-based applications, some systems
start out as someone’s desktop, but through some process that seems to happen naturally, that
machine all of a sudden has some central role and becomes a production server without really hav-
ing been properly planned to become one. That “server” winds up staying in Bob, Raheel, or Miko’s
cubicle and is vulnerable to everything from the cleaning crew unplugging it to use the vacuum
cleaner to someone accidentally bumping into it and resetting it. This is absolutely a situation that
does not lend itself to making that server a highly available system and preventing downtime.

The rest of this section will examine the things your company needs to take into consideration
to ensure that your data centers and servers are availability and disaster ready.

Planning the Data Center
One of the most difficult things is actually planning your data center. A lot of the reason has to do
with obsolescence: how long do you expect to use the data center? The amount of time is directly
related to capacity planning. Miss your estimate and you may run out of capacity sooner, which
brings its own host of problems. When talking about data center capacity, it is much more than just
physical room for servers and racks; it is electric consumption, air conditioning, noise control,
physical security, and so on.

The first thing you need to do when planning a data center, or reevaluating a current data cen-
ter and its design, is to figure out capacity. How long do you plan on having this data center in oper-
ation? How much growth is the company experiencing, and does the lifespan of the data center
meet the growth pattern? Oftentimes this is what gets people in trouble. For example, you should
know the number of servers on average you are adding per month to the data center.

This example is the “simplistic” approach and must be done no matter what. A more detailed
approach would examine your IT organization and branch out from there. For example, a retailer
who exclusively sells online may have quite different needs than one who has a chain of “brick and
mortar” stores (possibly in addition to an online presence).

Taking the next step, what is the data center going to house? Is it going to house critical infra-
structure, or just servers? Some of both? The bottom line is that you need to know what you are
designing for. Keep in mind that technology will change the landscape, but you need to change with
it. A few years ago you may have bought 4U database servers that were racked, and now you are
considering blade servers with just as much (or more) computing power that take up less physical
space. However, you keep the same 10/100 network backbone and do not upgrade its capacity. Does
that make sense? Maybe it does, maybe it does not, but it all needs to be evaluated.

Here are some decision points to consider:
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Choose your data center location: This is multidimensional; there are geographic region consid-
erations as well as local considerations. Unfortunately, as weather-related disasters can happen
and will continue to happen, if the data center is located in a part of the world that is suscepti-
ble to potentially catastrophic natural disasters such as hurricanes and earthquakes, you must
take this into consideration when planning, and take the appropriate measures. Whether that
means reinforcing the building to ensure that the servers do not fall down during an earth-
quake, or somehow waterproofing the room, weather is not a server’s best friend.

The other main aspect of location—where the server is located in a building—is not
always straightforward. You must know the building’s layout. For example, you wouldn’t know-
ingly place your data center in a basement under the water pipes of the building or where there
is not enough clearance for the racks. The basement seems like a good idea until the main
water valve bursts, right? You must do your homework, as what may be an ideal location from a
space perspective may not be right for other reasons.

Size your data center appropriately: Capacity management is more than sizing a server with
processors, disk, and memory. It applies to building out your data center, too. Much like when
you buy your hardware, you have a certain life expectancy of the solution. Do you want to keep
the data center for five years? Ten? Indefinitely? If the answer is indefinitely and you are a rap-
idly growing company, you may hit your capacity sooner rather than later without proper
planning.

Install climate control: Whether you live in a tropical climate or in Alaska, your data center
must account for it. Servers generate heat, and lots of it. The more servers, the more heat is
generated. This should be taken into account when sizing your data center and figuring out
how long it will be in service. You should not have to replace your climate control system
midway through the life of the data center. Servers do not perform well in heat, and their
proverbial lives are reduced when there is not enough air cooling the data center. Some sys-
tems may actually perform faster when cooler. You also need to ensure that the design of the
data center allows for proper air flow above and below the systems (including in the racks
themselves), and the air flow should be even in all parts of the data center. You do not want
any one spot being too hot or too cold.

Rack your systems: Putting your servers in racks saves space, but make sure that the racks you
buy can actually fit in the data center you are going to use. Make sure that there is enough
room above and below for air flow, and that there is sufficient room for cabling; so measure
your dimensions of the doors and room prior to purchase.

Install fire suppression systems: Fire suppression is necessary, but make sure you install a sys-
tem that will not damage your servers or endanger human lives. There should be visual cues
(such as a blinking light) as well as audible clues (such as loud alarms) in the data center to
ensure that any workers in the data center can exit the room safely. The data center is usually 
a loud place, so without those measures, there could be the potential loss of human life.

Document the physical server installations: This may seem painfully obvious, but there is
nothing worse in diagnosing a hardware problem than trying to figure out not only which
rack and space the server is in, but what hardware is configured in it, and where the con-
nections such as fiber cables to a shared storage array are plugged in.

All of the previous points will influence how your data center is built and constructed and can
ultimately be easily quantified in terms of money; but there is more to building a data center than
the physical aspects. Spending millions of dollars only to skimp on some other aspect of your data
center deployment is akin to shooting yourself in the foot. The points listed are only part of what
needs to be taken into account in the design of the data center itself.
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Securing the Data Center
If there is any one thing that needs attention from the beginning of the design of any application,
system, or location, it is security. Security has many levels: physical security of the facility and
access to the servers themselves, right down to how applications and clients interact with the solu-
tion. Certainly external threats such as denial of service attacks against web servers need to be
defended against, but arguably the biggest threats to security come from the inside. Corporate
espionage or disgruntled employees (or former employees who somehow still have access) are
much more damaging, and by the time the damage is discovered, it is most likely too late. There 
are certain precautions that can help.

Keep Systems in the Data Center
If a system is relied upon by more than one person, you should most likely move it into the data
center. How many applications start out as non–mission critical and are located on someone’s
workstation or a development/test server, and then for one reason or another it becomes some-
thing the business cannot live without? That is a good thing, but the location of the server is still
in someone’s office where it can easily be tampered with. As crazy as this may sound, this sce-
nario still happens every day. I hear the stories time and time again. Do you want the cleaning
staff to accidentally unplug the server so they can vacuum? That would cause an availability out-
age that not only could be prevented but should never happen in the first place. Even worse is
when the DBAs, the help desk, or other administrators get a call saying the system is down when
they never knew it existed in the first place. That is never a situation anyone wants to find them-
selves in, as the blame game will start to be played full force.

Control Access
Make sure access to the data center and server room is tightly controlled. Formalize plans around
who will have access to the data center, what they can touch, when they can touch it, and how they
will be able to get in and out with a trace of who was actually in the data center. Even if it is as sim-
ple as a sign-in and sign-out list on a clipboard, it is better than nothing. Ideally, there would be
electronic pass cards or other advanced technologies such as biometrics that would more accu-
rately track the comings and goings in the server room.

You should maintain a backup key to the door (i.e., a way to get in) if the electronic security
measures are not working. Achieving this level of security can get difficult if third-party vendors
or repair people need to come in and perform some service or install new equipment, but there
should be formalized processes on how those people are allowed into the actual server room. In
the case of third-party vendors, most companies have some sort of an escort policy where the vis-
itor must be with an employee at all times.

Install Surveillance Equipment
Along with processes around who gets in and out of the data center and how that happens, you
should have a visual record of it. Did a server go missing last weekend? Who really was in the data
center? Electronic measures such as pass cards unfortunately can be circumvented or imperson-
ated if someone is really good at doing such devious things. If you have still pictures or some form
of video, it is easier to actually see who was there. Implement a formalized retention policy around
how long surveillance pictures or video will be retained.
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Lock and Secure Server Racks
Do not let everyone and their uncle have keys to all racks and server locks. Locks may be low-tech,
but they are a great deterrent to thieves and others who have malicious intent or might sell the
equipment for a quick buck. Only the owners of the system as well as those responsible for mainte-
nance should have the keys and the ability to remove the systems from racks and be able to access
sensitive parts, such as the fiber cables leading from your SQL Server to the SAN.

Enable Remote Administration
Back in the stone age of server administration, more often than not, all work done on the server,
either at an operating system level or physically to the server itself, was done in the data center.
Times have changed, and third-party products such as Citrix or the built-in Terminal Services fea-
ture of Windows allow administrators to access the servers and do their work without physically
having to be in the data center. With SQL Server 2005, you have tools such as Management Studio
that allow you to do most DBA-related tasks remotely. The more remote management solutions can
be implemented, the less risk there is to the physical (not logical) environment. Securing the logical
environment, meaning the operating system and the applications running on top of it, is a whole
different task.

Secure Your Data and Backups
When it comes down to it, no matter what the application is on top, you are accessing data that has
some corporate value. Secure it properly by restricting access and adding encryption if necessary.
The same goes for your SQL Server database backups. Once you make the backup, make sure it is
placed in a secure area (who is preventing someone from taking it and restoring it elsewhere?) and
is encrypted.

Having said that, a major issue when it comes to hiring the right staff for managing your data-
base environment that I hear all the time is summed up in the following question: how can you
prevent DBAs and/or administrators from viewing data that may be sensitive or confidential? The
answer is simple: do not hire people you do not trust. While security will be discussed all through-
out this book and data security is a subset of that discussion, this requirement is much more basic
than that. Only hire people that you trust will not do anything malicious with any data they may
have access to. This type of security has nothing to do with accessing servers and data with
accounts configured with the least amount of privileges possible. Technology solutions can help in
terms of securing data, but you can never guarantee that it will do the entire job. Sometimes DBAs
or administrators have to view data to do their jobs.

To match any technology solution for minimizing access to sensitive data, there should be
corporate policy measures to bolster your security. For example, there could be a policy that lists
penalties, such as payment of any financial damages if someone leaks information, loss of their job,
or other severe penalties that match the damage incurred. Assuming the penalties are stiff, they
should serve as a deterrent to anyone who wants to try to do something harmful.

What makes all of this harder is that some IT organizations are outsourcing operations to con-
tractors, third-party hosting providers, or remote offshore organizations. The same rule applies: hire
well and you will have no problems. Just because you may not see these people and they are not
employees who are “full” members of your organization does not absolve you from having control
over the hiring process, who touches your environment, and the penalties associated with anything
that happens as a result. Any outsourced employees should be held to the same standard as full-
fledged, salaried employees.
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Audit Logs for Security
Most applications such as SQL Server and operating systems such as Windows have ways of audit-
ing security. While a user could be impersonated, the only surefire way to track something is to be
vigilant and see who is on the server and what they are doing. Auditing within SQL Server itself can
add overhead, but when someone does something malicious, you will want to know what was done,
who it was done by, and what the extent of the damage is. Along with auditing logs, you should
arguably have some way to trace a connection back to a particular workstation/NIC/IP address.

■Caution Applications should never be coded to have system administrator (SA) access within SQL Server
because someone can come in through your firewall who knows the user account with SA privileges and its
password, and then proceed to wreak havoc on your SQL Server instance. Do not find this out after it is too late.
Ask questions of your developers early and force them to code to a least-privileged user.

Devise and Enforce Corporate Password Policies
Never use a master password that can access all systems. This may seem obvious, and a data center
staffer managing a lot of servers may hate me for saying this, but if this password gets out, someone
may get a backdoor into a system. Most software such as SQL Server requires domain-level service
accounts, and changing these accounts is a huge pain and may even cause downtime. But what is
the cost if someone who should not accesses sensitive data? A few seconds of downtime to cycle the
SQL Server service is generally a small price to pay. Another consequence of using a single service
account is that if all of your SQL Servers use the sqladmin account in a particular domain, you will
have one massive outage to change the password for each instance. That has to factor into your
overall availability picture.

■Caution Depending on how your password security is devised, you may affect your availability. For example,
Windows has the ability to ensure password expiration after a certain number of days. Resetting this password
may affect the availability of applications such as SQL Server that may use domain-based Active Directory
accounts that need to be reset. These types of things must be taken into account when solutions are devised 
and implemented.

Isolate Users and Administrators
Some environments require that a master administrator account is created and has access to all
servers. Other than this possible user, all other users, logins, and administrators should strive to be
unique to isolate any potential problems.

Power
Without power, systems cannot run. It is as simple as that. Therefore, you have to make sure that
there is no interruption in power to your servers. The following are some things to help you mitigate
power issues in your data centers:
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Ensure you are deploying the right power for the equipment: There is nothing funny about put-
ting a 110 volt plug into a 220 volt power source and vice versa. Standardize on how things will
be plugged in, deploy that, and make sure every acquisition adheres to that standard.

Make sure all electrical lines are grounded and conditioned: Grounding is essential for com-
puters. Some older buildings may not have grounded wiring and must be rewired to support
grounding. To ensure that all things that are in the data center are powered evenly, and that
there will be no sudden power spikes that could fry internal components of your servers, use
power conditioners to provide even power to all of your servers. Conditioning also prevents
undervolting, which could damage the system by not providing enough power. 

Deploy backup power supplies: Each server and separate disk storage should have some sort 
of uninterruptible power supply (UPS) attached to it to allow it at a bare minimum to be shut
down gracefully in the event of a data center power failure. Some data centers will implement
central UPS solutions that will work with all equipment used in the data center.

Plan for an extended power outage: A UPS will only protect the device it is connected to and
will provide a short amount of emergency power to it, not the whole data center. Depending
on how much power the UPS provides and the time it takes to shut down the servers, the UPS
may or may not provide enough protection. During the concerns over Y2K, many companies
bought large diesel-powered generators to power their data centers in the event that the
power went off at 12:01. You should consider deploying a similar solution to power your busi-
ness if it needs such availability requirements.

Buy a battery backup solution: Battery backup is most common with storage devices such as
SANs. With SQL Server, this becomes especially important since once the data goes through
and the hardware handshakes with SQL Server saying in essence “I’ve got your data,” there is 
a period of time (even if it is milliseconds) before the cache is flushed and written to the physi-
cal disk. If the power goes out and you have no battery backup, you may potentially lose data
or corrupt disks.

Monitor equipment batteries: Remember to check the batteries in your controllers and other
components that contain them, and make sure that they are replaced before they fail. If a bat-
tery dies on a key component, you may cause worse problems than you can even imagine.

Cabling, Networking, and Communications
One of the major components of your data center is the miles and miles of cabling that connect
everything together. Properly cabling a data center to support your network and communications
infrastructure can pose significant challenges since you will have power cables, network cables,
fiber cables, and more. These tips will assist you in the process:

Keep all cabling neat: There is nothing worse than trying to troubleshoot a hardware problem
only to discover when looking at the back of a rack of servers a rat’s nest of cables. You cannot
trace a cable from its source and destination that way. Do due diligence and cable your sys-
tems, networks, and storage properly. You may be under the gun to get things done quickly, but
that is no excuse for sloppy work. In the event of a failure due to a cable problem, it is much
easier to pull and replace when it is not tangled up with 1,000 others. Time spent doing things
right at this point pays huge dividends later.

Properly label all cables: Along with neatly putting cables into components, buy a labeling
machine and label both ends of the cable. If you are going to spend thousands, or even mil-
lions, on your data center, investing $50 on a labeler is one of the biggest bargains in your
budget and can even be used for other purposes such as labeling your servers. You may also
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want to consider using color coding for each cable that corresponds to its purpose. For exam-
ple, all network cables will be blue, all crossover cables yellow, and so on. If a single cable needs
to be replaced for some reason or is knocked loose, one of both of these methods will make it
easy to identify them.

Install phone lines in the data center itself: Whether it is your employees needing to talk to
someone internally, or a third-party vendor needing to call some people while he or she is in
the data center, you need a phone installed. Although it is arguably outdated, you may also
want to consider standard analog phone lines in addition to a digital phone system in case
the digital phone system fails; this would enable modems in servers or laptops to dial out of
the data center. For the über-paranoid, install a pay phone or locate your data center near
one. Pay phones operate on completely separate circuits that almost always stay up during
emergencies.

Have backup communications systems in place: In the event of a power outage or another
type of emergency where phone systems may be down, make sure you can communicate.
Whether you use walkie-talkies, pagers, or some other device that meets your needs, do not
assume that your primary communication system will always be working. For example, if
you only have one phone in the data center and there is no cellular phone reception, you
may have an inability to solve your crisis and keep management informed. If you have
redundant communications, your coworker can be talking on one line on a phone to tech
support while you are on another line talking to management.

Employ redundant networks: In the event of a main network failure, you should have the
ability to switch to an alternate source to have traffic flow in and out with little to no down-
time. If your main network fails, every single server in your data center, and subsequently
all of your company’s productivity from the top on down to end users, will be halted. Yes,
this is expensive, but a network blip can also cause more havoc than just reducing produc-
tivity. It may introduce instability into such things as applications (depending on how they
handle such failures), and could cause a whole chain of events to happen. This scenario,
however, may not take care of a wide area network (WAN), which involves multiple sites
that are located across the globe. A redundant network will only protect the network in the
location it is deployed.

Include the network in capacity planning: Imagine this scenario: your data center has plenty 
of free rack space. You buy a new set of servers for your new SharePoint installation, get them
racked, and shockingly discover you are out of network ports or the necessary amps to run
them. Need I say more? The best test is the “9 a.m. test” where you turn everything on at once
and see what happens. You can oversaturate everything in your data center very quickly.

Outsourcing Server Hosting and Maintenance
Given the costs of implementing, maintaining, and staffing a data center, companies are increas-
ingly hosting their servers in a third-party owned data center that may or may not be near to where
the company is actually located. If this situation is one you are currently in, or one you are consider-
ing, the following points should help you in implementing a data center, whether you are just leas-
ing space with your engineers onsite or you are fully outsourcing everything. Pick your hosting
company wisely—your availability will depend on it.
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Ensure that your employees can access your servers: What access will the hosting company
actually give you if your administrators show up onsite? Is there a limit to how many of your
employees can actually be in the data center at one time? Does the hosting company restrict
access to its facility at certain hours, or do you have 24x7 access? You need to look beyond the
monetary cost you may save on paper to see if any of the answers to these questions will actu-
ally increase your downtime in a server-down situation. Also, know how much it will cost to go
to the data center. Is it a plane ride? Do you need hotels and rental cars?

Know how long it takes to get to the third-party facility: If for cost reasons your third-party
data center is not close to where your company is located, know how long in both worst-case
and best-case scenarios it takes to actually get there. In a normal situation where you are
going to just do some scheduled maintenance, time may not be as much of the essence, but
in a server-down situation, seconds, minutes, and hours will count, depending on what SLAs
you have in place. Third-party data centers will most likely have their own staff and can cer-
tainly act as your “eyes and ears,” but you should always know what it takes when your staff
needs to be onsite.

Qualify the hosting company: If the hosting company will also be responsible for multiple tasks,
including administering your systems, what support agreements do they have in place with
their vendors and how will they affect you? For example, if they have a contract with a network
provider that states the network provider will have a repair person onsite within 24 hours when
you need to be up in minutes, is that acceptable? Are their own policies and procedures in line
with your overall availability goals, and will they happily accept whatever corporate policies,
procedures, and standards you want them adhere to, or will they reject them?

■Tip A good rule of thumb is that the hosting company should be capable of and already delivering to existing
customers one more nine than necessary. This will give you a sense of confidence that it can meet your needs.
Ask for references.

Consider turnaround time: If you decide to go with a third party, most likely you are bound to
its infrastructure and rules for fixing problems, especially if it is the primary caregiver for your
equipment. If the engineers cannot meet your SLAs and are not up to what you would consider
to be a high enough level of expertise, those are warning flags. Make sure your agreements
specify how long it will take if you call and issue a trouble ticket, that you have direct access to
a qualified engineer, and that you don’t have to go through a tiered and gated system. If you’re
talking to the wrong person, it will only delay getting things fixed in a server-down situation.

Put procedures in place to monitor third-party work: How do you know whether your requests,
for example, to apply a SQL Server service pack, are getting done? Out of sight should not mean
out of mind. You are entrusting your servers to people you may not have daily interaction with,
so there needs to be a formalized process in place to foster communication around these types
of activities.

Ensure all equipment is secure: If your servers are in a hosting company, are you the only cus-
tomer? If not, where are your servers in relation to other companies? And if there are other
companies in the data center, what policies or other measures are in place to prevent them
from touching your servers?
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Technology
Availability is straightforward from a pure technology perspective and can be summed up in one
word: redundancy. For example, if you have one server as your primary database server, buy
another and configure it as a “backup” (so to speak). But that is not all you need to do. Providing
the right redundancy is far more complex than just buying another server and putting it on the
network. Redundancy, to some degree, is the key to almost everything that will be presented in
this book; and how much redundancy you need is dictated by how you will ultimately define
your availability criteria.

Summary
Availability is not something you will achieve overnight and is not something that can be
achieved by throwing money and technology at it. Downtime, especially unplanned downtime, 
is a matter of when, not if, you will encounter it, so investing the proper resources to mitigate
that risk will be necessary. Do not think of the upfront cost, because over time it is amortized.
Think of the peace of mind you will have knowing you will be able to handle most disasters that
come your way. Chapter 2 will walk you through other aspects of preparing for availability, so
come along on the rest of the journey to see how to make SQL Server 2005 highly available.
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