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Failover clustering

Although redundant component design, such as dual-power supplies, provides fault
tolerance at a component level, failover clustering operates at the server level,
enabling ongoing operations in the event of a complete server failure. Complemen-
tary to component redundancy, failover clustering is a commonly used high avail-
ability technique for SQL Server implementations and is the focus of this chapter.

 In addition to the requisite SQL Server skills, successfully designing and admin-
istering a clustered SQL Server environment requires skills in a number of areas,
including the configuration of cluster-compatible hardware components. While
Windows Server 2008 has made clustering SQL Server somewhat easier, it’s still a
complex process requiring considerable planning and broad skills.

 Rather than attempt to provide full coverage of the clustering design, creation,
and administration process (such a goal would require at least an entire book!),

In this chapter, we’ll cover
■ Clustering architecture
■ Advantages and limitations of clustering
■ Quorum models
■ Clustering topologies
■ Installing a clustered SQL Server 2008 instance
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this chapter focuses on installing a clustered SQL Server instance. Let’s begin with a
broad overview of clustering, exploring its benefits and limitations from a SQL Server
perspective, and tackling important preinstallation configuration tasks.

5.1 Clustering overview
As a cluster-aware application, a SQL Server instance can be installed into an existing
Windows cluster, creating what’s referred to as a failover clustering instance. Once
installed, the instance is accessed using a network name (aka virtual server name) with-
out needing to know which of the underlying physical cluster servers the instance is
currently running on.

 The abstraction between a physical and a virtual server is a key component in pro-
viding continued database availability after a failure event. In the event of a server fail-
ure, the SQL Server instance automatically moves, or fails over, to another cluster
server, while continuing to be accessed using the same virtual server name.

 In this section, we’ll take a high-level look at clustering architecture, including its
benefits, limitations, and common usage scenarios.

5.1.1 Clustering architecture

Built on top of a Windows Server failover cluster, SQL Server clustering uses the shared
nothing architecture, a term used to distinguish its clustering implementation from
those of other database vendors, such as Oracle’s Real Application Cluster (RAC). Under
the shared nothing architecture, a SQL Server database instance is active on only one
physical clustered server at any given time.

 Unlike a network load-balanced solution, SQL Server failover clustering isn’t a
high-performance solution; in other words, the performance won’t be any better, or
worse, than a nonclustered implementation. SQL Server clustering is purely a high-
availability solution and you should not choose it for any other reason.

 Figure 5.1 illustrates a simple example of a two-node cluster with a single SQL
Server failover clustering instance. Ordinarily, the instance resides on the Sales1
server. In the event of a failure of this server, the SQL Server instance automatically
fails over to the Sales2 server. In either case, the SQL instance will continue to be
accessed using the same virtual server name.

Figure 5.1 A simple failover clustering example in which a SQL Server instance 
can move from one cluster server to another in the event of failure

System disk

Sales1 (active) Sales2 (standby)

Shared storage

SQL instance

System disk
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Key components of a Windows Server failover cluster solution are shared storage and
resource arbitration. In figure 5.1, we can see both the Sales1 and Sales2 servers have
access to shared storage. The databases contained in the SQL instance reside on the
shared storage to enable either server to access them when required. But in order to
prevent both servers from accessing them at the same time, and therefore causing
data corruption, the Windows clustering service arbitrates ownership of the disk vol-
umes based on the server’s current role in the cluster.

 Clusters consist of one or more resource groups, which are collections of resources
required by a clustered application. In the case of a clustered SQL Server instance, its
resource group would include the disks containing the database instance’s data and
transaction logs, an IP address and network name, and the three application services:
SQL Server, SQL Agent, and full-text service. Failover is a term used to describe the
transfer of ownership of resources from one server to another; it occurs at the
resource group level, ensuring that all resources required for the application are
moved and available on the failover server.

 Given that a database instance can be owned by various servers in the cluster, appli-
cations are configured to connect to the virtual server name rather than the name of a
physical cluster server. To avoid confusion with the Microsoft Virtual Server product,
SQL Server 2005 and above refer to failover clustering instances rather than the virtual
server name known in SQL Server 2000 and earlier.

 As we move through this chapter, the terms and concepts we’ve covered thus far
will become clearer, particularly when we walk through an installation of a clustered
instance. For now, let’s turn our attention to the major advantages and limitations of
SQL Server clustering.

5.1.2 SQL Server clustering advantages and limitations

As a high-availability technology, clustering has a number of advantages and limita-
tions when compared to other SQL Server high-availability options such as database
mirroring and transaction log shipping (covered in chapter 11). Its primary advan-
tage is that in the event of a server failure, the entire instance and all of its databases are
moved to a failover server, a process that usually takes no more than about 90 seconds.
This stands in contrast to mirroring or log shipping solutions, which are established
on an individual database-by-database basis.

 In addition to providing protection from unexpected server failure, the other
major benefit of clustering is the ability to reduce downtime during planned outages.
For example, consider a requirement to upgrade a server’s RAM. Unless we have a
server with hot-add RAM capabilities, we’d need to power off the server, upgrade the
RAM, and power back on again, and during this time the database instance would be
unavailable. In a clustering scenario, we could manually initiate failover, which would
move the instance from one server to the other, enabling the upgrade to occur while
the instance is available on another cluster server. Thus, the downtime is limited to
the failover time, typically about 1 minute.
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 Unlike database mirroring and transaction log shipping, the major limitation of
clustering, particularly in Windows Server 2003 and earlier, is that other than a RAID
solution, there’s no protection from failure of the disks containing the database files
and/or the cluster quorum resource, discussed shortly. Further, typical clustering
solutions don’t offer protection from geographic disasters—that is, if all clustered
servers exist in a single location, the destruction of that location will result in an out-
age. Although multisite clusters and the new Windows Server 2008 quorum models
(discussed shortly) address these limitations, it’s a common practice to combine multi-
ple high-availability solutions to deliver the advantages of each while minimizing the
individual limitations. For example, important databases within a clustered SQL
Server instance can be mirrored to an offsite location for geographic (and disk) pro-
tection. We’ll cover such combinations in more detail in chapter 11.

5.1.3 Clustering in Windows Server 2008

A SQL Server failover clustering instance is installed on, and in some ways is con-
strained by, the underlying Windows cluster. Although Windows Server 2003 and ear-
lier had a solid and full-featured clustering solution, there were a number of
limitations that constrained the configuration of the installed SQL Server failover clus-
tering instances.

 The SQL Server 2008 release was preceded by the release of Windows Server 2008,
bringing with it a substantial improvement in the clustering options. In comparison to
Windows Server 2003, the clustering improvements in Windows Server 2008 include
the following:

� An enhanced validation test, as shown in figure 5.2, which can be used to ensure
the validity of the hardware and software components in forming a cluster

� Support for IPv6 and up to 16 cluster servers (increased from 8)

Figure 5.2 Use the Windows Server 2008 Validate a Configuration Wizard to ensure 
the validity of the cluster components.
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� The ability of cluster servers to obtain IP addresses via DHCP

� Support for new quorum models, used to determine the number of failures a
cluster can sustain while still operating

Apart from the enhanced validation and management tools, the increase in sup-
ported server nodes and relaxed networking restrictions enables the creation of much
more flexible clustering solutions, making Windows Server 2008 the best server oper-
ating system for a clustered SQL Server 2008 deployment. Further enhancing its
appeal are the improved quorum models.

5.1.4 Quorum models

A fundamental aspect of Windows Server clustering is the process whereby each node
is assigned unambiguous ownership of a resource. For example, consider a two-node
cluster like the one you saw in figure 5.1. If the network link between the two cluster
nodes temporarily drops, what process prevents both servers from assuming that
they’re now the owner of the SQL instance? This process to resolve such an occur-
rence (commonly called the split brain problem) is referred to as the cluster quorum.

 In earlier versions of Windows clustering (prior to Windows Server 2003), cluster
quorum was maintained using a shared disk resource and a quorum database contain-
ing the resources and owners. In our previous example, a link failure between the two
nodes would be resolved by only one of the nodes having ownership of the quorum
disk. When the link is dropped, the node with quorum disk ownership continues its
role and takes on the roles (if any) of the other node.

 Despite the simplicity and effectiveness of this quorum model, the quorum disk
was a single point of failure. Further, given the need for all cluster nodes to have
access to the shared disk resource containing the quorum disk, the constraints of typi-
cal shared storage hardware prevented the creation of geographically dispersed clus-
ters. Windows Server 2003 addressed this with the introduction of the Majority Node
Set (MNS) quorum. 

 Nodes in an MNS quorum cluster operate with local copies of the quorum database,
avoiding the limitations of shared storage, but in order to prevent the split brain prob-
lem, a majority of nodes must remain in contact for the cluster to be considered valid.
One of the key attributes of an MNS cluster is the requirement for a minimum of three
nodes to form a valid cluster, and in the case of a five-node cluster, a majority of the
nodes (three) would need to remain in contact for the cluster to continue operating.

Failover Cluster Configuration Program (FCCP) 
Cluster hardware should be certified by both the hardware vendor and Microsoft as
cluster compatible. With the release of Windows Server 2008, Microsoft announced
the Failover Cluster Configuration Program (FCCP). Hardware vendors will certify
complete cluster configurations against this program, making the process of choos-
ing a cluster-compatible hardware solution much simpler than in the past.
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Windows Server 2008 further enhances the quorum model with a voting system. As
you can see in figure 5.3, a number of options are available, with a recommended
option based on the number of cluster nodes.

 In summary, the following general recommendations apply to the selection of a
quorum model in 2008:

� Node Majority —Used for clusters with an odd number of nodes
� Node and Disk Majority —Used for clusters with shared storage and an even num-

ber of cluster nodes
� Node and File Share Majority —Designed for multisite and Microsoft Exchange

clusters
� No Majority —Compatible with earlier quorum models; isn’t recommended

given the single point of failure on the quorum disk

Before we look at some of the more important preinstallation configuration tasks, let’s
take a moment to dig a little deeper and review common clustering topologies. 

5.2 Clustering topologies and failover rules
There are many aspects to consider when designing and planning high availability
with SQL Server clustering. Chief among them is the number of dedicated passive, or
standby, servers to include in the cluster for failover purposes.

 In simple clusters with a 1:1 working:standby ratio, each working server is matched
with a standby server that, during normal operations, isn’t used for any purpose other
than to simply wait for a failure (or planned failover). Alternatively, both (or all) serv-
ers can be active, but this introduces resource complications during failovers; for
example, will a server be able to handle its own load plus that of the failed server?

Figure 5.3 Available quorum models in Windows Server 2008
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 In previous versions of clustering, Active/Passive, or Active/Active terminology was
used to define the usage of two-node server clusters. The current terms are single-
instance or multi-instance and are more appropriate terms considering the ability of
today’s clusters to contain up to 16 servers and many more SQL instances, with one or
more standby servers available for failover from any number of other active servers.

 This section will focus on the various clustering topologies commonly used and the
resource considerations for each.

5.2.1 Single-instance clusters

The example earlier in figure 5.1 contained a single SQL Server instance in a two-node
cluster. Under normal operating conditions, one node is in the standby status, existing
purely to take on the load in the event of failure or a planned outage. When such action
occurs, the instance moves between one server and the next, as shown in figure 5.4.

This clustering topology, known as a single-instance cluster, is the simplest to understand
and administer, and also provides the highest availability while avoiding any perfor-
mance impacts after failover. As such, it’s commonly used to protect mission-critical
SQL Server applications.

 The major downside of this topology is the cost. During normal operation, one
server isn’t used in any capacity, and depending on the cost of the server, this can be an
expensive approach. In addressing this, the multi-instance topology is frequently used.

5.2.2 Multi-instance clusters

As the name suggests, a multi-instance cluster contains multiple SQL Server instances.
In a typical two-node multi-instance cluster, each cluster node runs one or more
instances, and a failover situation causes an instance to assume another node’s work-
load in addition to its own. In the example in figure 5.5, the Sales SQL instance resides
on the Sales1 server, and the Marketing SQL Instance resides on the Sales2 server. In
the event of failure of Sales1, Sales2 will run both the Sales and Marketing instances,
potentially reducing the performance of both instances.

 Because of the increase in server utilization, multi-instance clusters are typically
used in budget-constrained environments, or in those valuing high availability much
higher than reduced performance in a failed state.

Figure 5.4 In the event of failure (or planned failover), single instance clusters such as this one have a
simple failover process, with an instance moving from the active/failed node to the standby. 

System disk
System disk

SQL instance

Sales1 (failed) Sales2 (active)

Shared storage

Failover ...



85Clustering topologies and failover rules

 

The multi-instance example in figure 5.5 achieves higher resource utilization than the
single-instance example presented earlier; both servers are utilized in the normal
working status.

 Multi-instance clusters require careful consideration in terms of resource configu-
ration. In our example, if the Sales1 and Sales2 servers each have 32GB of RAM, and
both the Sales and Marketing SQL instances are using 28GB of RAM, a failover situa-
tion would see one (or both) instances with a potentially drastically reduced memory
allocation after failover, a scenario I refer to as a resource crunch.

 To avoid this issue, configure instances so that the sum total of maximum resource
usage across both (or all) instances doesn’t exceed the total resources of a single node
that the instances could end up running on.

 The two topologies we’ve covered so far represent the opposite ends of the scale;
single-instance clusters with a 50 percent node utilization, and multi-instance clusters
with 100 percent resource utilization. In between these two lies the N+1/M cluster.

5.2.3 N+1/M clusters

To avoid the cost of idle servers and limit the effects of a failover-induced resource
crunch, a commonly used cluster configuration is an N+1/M cluster, whereby one or
more standby servers exist for more than one working server. For example, in a three-
node cluster, two nodes may be active, with a third existing as a failover node for both
active nodes. Similarly, a five-node cluster with three active nodes and two failover
nodes is a common cluster configuration.

 As the number of cluster nodes and SQL Server instances increases, so too does the
importance of considering the failover rules governing which node(s) a SQL Server
instance can fail over to.

5.2.4 Failover rules

By regularly polling cluster nodes using a series of mechanisms called LooksAlive and
IsAlive checks, a Windows cluster may conclude that a cluster node has failed. At that
point the resources hosted by the node are failed over to another cluster node.

Figure 5.5 A two-node multi-instance cluster. Each node needs to be capable of handling 
the load of both instances during failover scenarios.

Sales

Marketing

Sales1 (failed) Sales2 (active)

Shared storage

Failover ...

System disk System disk
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 In a simple two-node cluster, the failover process is straightforward, as demon-
strated in figure 5.4. But consider a five-node cluster containing two passive/standby
nodes. Which (if any) of the standby nodes will be used for failover purposes when
one of the active nodes fails? In large clusters containing many SQL Server instances,
this is a particularly important consideration in maintaining a well-balanced cluster,
ensuring that a single node doesn’t carry a disproportionate burden of load.

 Although beyond the scope of this book, there are several common strategies and
techniques used in controlling failover, and central to them is the use of the Preferred
Owners, Possible Owners, and Failback settings.

 In figure 5.6, the properties of the SQL Server resource shows the Possible Owners
property. This property lets you specify which nodes the instance is permitted to fail
over to. In a similar manner, the Preferred Owner setting (not shown) is used to set
the preferred failover node (this may not be chosen in some situations—for example,
if the node is unavailable).

 Finally, the Failback options (not shown) let you determine whether or not
resources fail back to the original node if the failed node comes back online.

 With this background in mind, let’s continue by walking through the installation
of a clustered SQL Server instance into a two-node Windows Server 2008 cluster.

5.3 Installing a clustered SQL Server instance
The process of installing a clustered SQL Server instance has changed since SQL
Server 2005. There are now two installation options: Integrated and Advanced.

5.3.1 Integrated vs. advanced installation

An integrated installation creates a single-node failover cluster, from which addi-
tional nodes (nodes on which the instance can fail over to) are added via a separate
installation. As shown in figure 5.7, the initial and subsequent node installations are
started by choosing the New SQL Server Failover Cluster Installation and Add Node
to a SQL Server Failover Cluster options on the Installation tab of the SQL Server
Installation Center. 

 In contrast to the one-node-at-a-time approach of the integrated installation, the
advanced installation prepares multiple-cluster nodes in one step, before completing
the installation on the node chosen as the initial active node for the instance. As

Figure 5.6 The Possible Owners setting gives you control over the cluster failover process.
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shown in figure 5.8, you specify this installation type by selecting the Advanced Cluster
Preparation and Advanced Cluster Completion options on the Advanced tab of the
SQL Server Installation Center.

In the previous chapter, we discussed the installation of a nonclustered SQL Server
instance. Clustered installations share some of the same installation screens and steps,
so rather than repeat them, let’s walk through the steps unique to a clustered installa-
tion using the integrated method.

5.3.2 Integrated installation steps

As with a nonclustered installation, you begin a failover clustering installation by run-
ning setup.exe from the installation DVD. Next, you go through a series of steps to
install setup support files and check various setup rules. As shown in figure 5.9, the
setup checks for a clustered installation are more detailed than for a nonclustered
installation.

 Installation continues with the usual prompts for a product key, acknowledgment
of license terms, and feature selection, before arriving at the instance configuration
step, as shown in figure 5.10.

 The one difference between this step and the equivalent step in a nonclustered
installation is the SQL Server Network Name field. The name you enter is used to
identify an instance on the network. In our example, we’ll use BNE-SQL-PR-02 as our
network name, and together with the instance name (Marketing), we’ll access this

Figure 5.7 Choose the New SQL Server Failover Cluster Installation option to create a single-node 
failover cluster before adding additional nodes with the Add Node to a SQL Server Failover Cluster option.

Figure 5.8 Choose the Advanced Cluster Preparation and Advanced Cluster Completion options to 
streamline the process of installing a clustered SQL Server instance on multiple-cluster nodes. 
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instance as BNE-SQL-PR-02\Marketing without ever needing to know which of the two
cluster nodes the instance is running on.

 Installation continues through the disk space requirements check before prompt-
ing for a cluster resource group, as shown in figure 5.11. The resource group name is
used as a container for holding the resources (disks, IP addresses, and services) for
the installed instance. Later in this chapter, we’ll see the resource group in the Cluster

Figure 5.9 The Setup 
Support Rules for a 
clustered installation 
include cluster-specific 
checks such as the 
existence of a clustered 
Microsoft Distributed 
Transaction Coordinator 
(MSDTC) service.

Figure 5.10 A clustered SQL Server installation is identified on the network with a unique network name 
you specify during installation.
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Management tool, and you’ll see how to move the group to another cluster node to
effect a planned failover.

 In the next step, you’ll identify available cluster disk resources that can be chosen
for inclusion in the instance’s resource group. As shown in figure 5.12, the quorum
disk and cluster disks that have been previously assigned to another clustered instance
are unavailable for selection.

 As shown in figure 5.13, the next step lets you specify either a static or DHCP-based
IP address for the SQL Server instance.

Figure 5.13 Unlike earlier versions, SQL Server 2008 permits DHCP-assigned IP addresses.

Figure 5.11 The 
cluster resource 
group name is used 
to both identify and 
group the instance’s 
resources.

Figure 5.12 On this 
screen, you identify 
available cluster 
disks for assignment 
to the instance’s 
resource group.
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Figure 5.14 The Cluster Security Policy tab lets you select between the default service SIDs 
and custom domain membership.

The only remaining cluster-specific installation step is configuring the Cluster Security
Policy. In previous versions of SQL Server, the service accounts had to be added to
newly created domain groups prior to installation. Permissions for the service
accounts were then managed at the domain group level. This requirement was often
misunderstood, and introduced complexities when the domain groups needed to be
changed. In response to this, SQL Server 2008 introduced an alternative method that
uses service security identifiers (SIDs).

 As you can see in figure 5.14, using SIDs is the recommended configuration,
although support for the old domain group method remains.

 The remaining steps in the installation process are the same as for the nonclus-
tered installation described in the previous chapter. At the end of the installation, the
clustered instance will be created and available, but can’t fail over to other cluster
nodes until you run the Add Node installation on the appropriate nodes. This installa-
tion option is used to enable additional cluster nodes to participate as failover nodes
for an existing SQL Server failover clustering instance. Figure 5.15 shows one of the
screens from this installation option, and in this case, we’ve chosen to allow the
SALES2 server to host the MARKETING instance.

Figure 5.15 In this example, the Sales2 server is installed as a failover participant for the 
Sales instance installed on the Sales1 server.



91Best practice considerations: failover clustering

 When installation is complete, you can manage the clustered instance using the Failover
Cluster Management tool in the Administrative Tools folder, or by running Cluad-
min.msc from the Start menu. In the example in figure 5.16, you can manually move,
or fail over, a clustered instance to another cluster node by right-clicking the resource
group and selecting the “Move this service or application to another node” option. 

 Failover clustering is a complex area requiring a range of skills for a successful
implementation. I encourage you to visit http://www.sqlCrunch.com/clustering for
links to various clustering-related resources, including how clusters use public and pri-
vate networks and how to use clustering over geographic distances.

5.4 Best practice considerations: failover clustering
Clustering SQL Server allows for the creation of highly available and reliable environ-
ments; however, failing to adequately prepare for a clustered installation can be coun-
terproductive in that regard, with poorly planned and configured clusters actually
reducing the availability of SQL Server.

� While multi-instance clusters are more cost-effective than single-instance clus-
ters, give careful consideration to the possibility (and implications) of a resource
crunch in the event of failover.

� N+1/M clusters offer both cost benefits and resource flexibility, but take into
account the failover rules, particularly for clusters containing many servers and
SQL Server instances.

� Before installing a SQL Server failover clustering instance, ensure the MSDTC
service is created as a clustered resource in its own resource group with its own
disk resource. In Windows Server 2003 and earlier clusters, it was common for
the MSDTC resource to be configured as part of the quorum group. Certain
applications, such as high-throughput BizTalk applications, make heavy use of
the MSDTC resource. Insulating MSDTC from the quorum helps to prevent clus-
ter failures due to quorum disk timeouts.

� Windows Server 2008 allows multiple clustered DTC instances to be installed. In
such clusters, consider installing a clustered DTC instance for each SQL Server
instance that requires DTC services. Such a configuration enhances the load
balancing of DTC traffic.

� Like nonclustered SQL Servers, a clustered SQL Server node shouldn’t be a domain
controller, or run any other server applications such as Microsoft Exchange.

Figure 5.16 Use the 
Cluster Management 
tool to view and 
manage a clustered 
SQL Server instance’s 
resources and state.
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� Before installing a SQL Server failover clustering instance, run the Cluster Vali-
dation Wizard to ensure the validity of the cluster components.

� All aspects of cluster nodes should be configured identically, including hard-
ware components and configuration, operating system versions and service
packs, bios and firmware version, network card settings, directory names, and
so forth. Such a configuration provides the best chance of continued smooth
operations in the event of a failover.

� Antivirus (AV) software should either not be installed on clusters or configured
to not scan any database or quorum disk files. A frequent cause of cluster fail-
ures is AV software scanning quorum files. If you’re using such software, ensure
it’s cluster aware, and explicitly exclude all quorum files from all scan types,
including on-access and scheduled scans.

� When installing a clustered SQL Server instance, set the service startup types to
Manual (which is the default setting) to enable the cluster to stop and start ser-
vices as required on the appropriate cluster node. The Control Panel Services
applet should not be used in clusters for stopping or starting SQL Server ser-
vices. If an instance needs to be taken offline (or moved to another node), use
the Failover Cluster Management tool in the Administrative Tools folder or run
Cluadmin.msc from the Start menu.

� When installing a clustered SQL Server instance, ensure the account used for
the installation is a local administrator on all the cluster nodes the instance will
be set up on and ensure any remote desktop connections are disconnected
other than the node the installation is occurring on.

� Clustered servers should have at least two network cards, with at least one dedi-
cated to the cluster’s private network. Assign to the networks names like Public
and Private.

� In the Control Panel, ensure the public LAN is bound first before the private
LAN, and remove File/Print Sharing and Client for Microsoft Networks from
the private LAN bindings.

� The private network should be physically separate from the public network
using a cross-over cable (for two-node clusters), a dedicated hub, or a virtual
LAN (VLAN).

� Define the private network at the highest level in the cluster network priority.
� The private network must not have any WINS, DNS, or NetBIOS settings enabled,

and should use TCP/IP as the only protocol.
� Use NIC teaming in clusters with caution. There are documented cases of

known issues with this approach, and Microsoft doesn’t recommend or support
NIC teaming for the private cluster network.

Additional information on the best practices covered in this chapter can be found
online at http://www.sqlCrunch.com/clustering.

 The last five chapters have been focused on planning and installation tasks. Let’s
move on now and look at post-installation configuration tasks, beginning with the
next chapter, where we’ll focus on security.
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